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Abstract—In this paper, we proposed a lightweight spatial
pyramid convolutional neural network (SP-CNN) classifier for
image-based traffic sign classification. The lightweight SP-CNN
classifier is formed based on ResNet (residual network) CNN ar-
chitecture which originally used for CIFAR10 image classification
problems. Our proposed classifier consists of five parallel convo-
lutional networks and each network processes a cropped region
using spatial pyramid configuration. For smoother transitions
between the regions cropped in the level 1 of spatial pyramid
configuration, we overlap the level 1 of spatial pyramid regions
configuration for around 12.5% on each axis. The proposed
classifier trained by fine-tuning the CIFAR10 weights with NAG
(Nesterov Accelerated Gradient) training algorithm. Experiments
on GTSRB (German Traffic Sign Recognition Benchmark)
dataset show that our lightweight SP-CNN version produces an
accuracy of 99.70% and an execution time of 60 ms. The proposed
classifier produces a very competitive accuracy compared with
other methods but with less number of parameters.

Index Terms—spatial pyramid features, convolutional neural
network, traffic sign classification,

I. INTRODUCTION

ITS (Intelligent Transportation System) is one of the active
research topic for several different fields, including computer
science, transportation engineering, and mechanical engineer-
ing. One of the active research in ITS is image-based traffic
sign classification problem which intersects with computer vi-
sion research in the computer science field. Image-based traffic
sign classification is a challenging problem due to the optical
sensor used in the data acquisition process. There are several
different traffic sign classification datasets that are available for
research purposes and can be used to evaluate the traffic sign
classification method, including GTSRB (German Traffic Sign
Recognition Benchmark) dataset [1], BTS (Belgium Traffic
Sign) dataset [2], Malaysian traffic sign dataset [3], Japan road
sign dataset [4], CURE-TSR dataset [5], and traffic-sign in the
wild [6].

Utilizing state-of-the-art convolutional neural network
(CNN) classifiers can be a possible solution for traffic sign
classification, indeed such approaches are already described
in [4], [7]–[13]. The CNN classifier becomes a very good
solution for a lot of general image-based classification prob-
lems after Krizhevsky et al. [14] won the ILSVRC (ImageNet
Large Scale Visual Recognition Challenges) 2012 with large
margin compared with traditional bag-of-features approaches.
One of the disadvantages of CNN classifier is that the classifier

consists of very huge parameters which can be very difficult
to implement in the real world application. Some of the state-
of-the-art CNN classifier for traffic sign classification has a
varied amount of parameters from 0.5 million to 38.5 million.
Unfortunately, the CNN approaches with the lowest number
of parameters achieved an accuracy around the same accuracy
as the human performance.

In this paper, we proposed a lightweight SP-CNN (Spatial
Pyramid Convolutional Neural Network) classifier. On GTSRB
dataset, our proposed classifier achieved around the same
accuracy as the state-of-the-art methods but with a lower
number of parameters. Our contributions can be described as
follows

• We investigated a lightweight spatial pyramid convolu-
tional neural network (SP-CNN) classifier by designing
the classifier using lightweight state-of-the-art CNN ar-
chitectures. Experiments on GTSRB dataset show that
our proposed classifier produces a very good accuracy
and comparable with other state-of-the-art methods.

• We investigated the accuracy of the proposed classifier
when fine-tuning from the CIFAR10 dataset (a small scale
dataset) instead of the ImageNet dataset. The experiments
show that the fine-tuning from CIFAR10 weights can also
provide a very good feature extraction network.

The rest of the paper organized as follows. Section 2 describes
the detail of our proposed lightweight SP-CNN classifier.
Setup of the experiments on GTSRB dataset is described in
section 3. The results and discussion of the experiments are
discussed in section 4. Finally, we concluded the experiments
in section 5.

II. LIGHTWEIGHT SP-CNN CLASSIFIER

This section describes our proposed lightweight SP-CNN
classifier based on ResNet CNN architecture. We already use
the SP-CNN classifier for several problems, including social
event detection in static images [15] and Japan road sign
classification problems [16].

A. Spatial Pyramid CNN

Spatial pyramid CNN classifier is formed using five par-
allel convolutional networks taken from state-of-the-art CNN
architecture. The parallel convolutional network aims to ex-
tract spatial pyramid features from the input images. Each



Fig. 1. Diagram of SP-ResNet classifier for traffic sign classification experiments. The level 1 of spatial pyramid region is overlapping each other by
approximately around 12.5% on each axis.

convolutional network is given an input of the region of the
input image cropped based on spatial pyramid configuration.
At the end of the parallel convolutional network, the features
extracted from each convolutional network are concatenated
and processed further using fully-connected layer. The original
SP-CNN classifier is described in our previous paper [15], [16]
which is designed based on AlexNet CNN architecture [14].
One of the disadvantages of our previous SP-CNN classifier
is that the number of parameters is very high and impractical
for real-time world application.

B. Lightweight SP-CNN

To create a lightweight version of SP-CNN classifier, we
redesign the previous SP-CNN classifier based on ResNet
CNN architecture that originally used for CIFAR10 image
classification problems. We use ResNet20 and ResNet32 CNN
architecture as the main architecture for the parallel convo-
lutional network because the number of parameters in the
classifier is quite low compared with other approaches on
CIFAR10 dataset. The regions in the level 1 spatial pyramid
configuration are overlapped 12.5% on each axis to create a
smooth transition between the regions. The input resolution
of the image is also changed to the resolution of the CI-
FAR10 dataset used, 32×32. Unlike AlexNet based SP-CNN
classifier which has three fully-connected layers, the ResNet
based SP-CNN classifier has only one fully-connected layer
follows the original ResNet architecture. Figure 1 shows the
diagram of the ResNet based SP-CNN classifier. The total
number of parameters for ResNet20 based SP-CNN classifier
is 1.41 million parameters, while the number of parameters for
ResNet32 based SP-CNN classifier is 2.39 million parameters.
For comparison, we also perform experiments on GTSRB
dataset using AlexNet based SP-CNN classifier with the same
training parameters and spatial pyramid configuration as the
ResNet based SP-CNN classifier.

III. EXPERIMENTS SETUP

In this section, we describes the setup of the SP-CNN
experiments using GTSRB traffic sign classification dataset,
including a brief explanation of GTSRB dataset, data aug-
mentation, training process, and testing process.

A. GTSRB Dataset

GTSRB (German Traffic Sign Recognition Benchmark)
dataset [1] is a dataset that usually used to evaluate the traffic
sign recognition system. The GTSRB dataset is divided into
two different evaluation tasks, traffic sign classification and
traffic sign recognition. The traffic sign classification task aims
to recognize traffic sign image with an assumption that each
input image has only one traffic sign category, while the traffic
sign recognition task aims to recognize multiple traffic sign in
the input image. Examples of individual traffic sign images in
GTSRB dataset can be viewed in Figure 2. The GTSRB dataset
is very challenging because the traffic sign images contain a
lot of noise, large resolution variety, and unbalance; due to
the optical sensor used in the data acquisition. The number
of examples for each traffic sign category varies from 30-600
image. The GTSRB dataset consists of 51,839 images and 43
traffic sign category with roughly 75%/25% training/testing
split configuration. The traffic sign images were taken using a
digital camera in the road around Germany.

B. Data Augmentation

We use heavy data augmentation methods for the training
process. The heavy data augmentation performed by enriching
the GTSRB training dataset with three different methods,
including random 2D rotation transformation, CLAHE [17],
and histogram equalization. The final GTSRB dataset used for
the training process consists of 645,000 images with 15,000
examples for each traffic sign category. The images in the
training dataset were resized into a resolution of 256×256
for the SP-AlexNet based SP-CNN classifier and 36×36 for



Fig. 2. Examples of traffic sign images in the GTSRB traffic sign classification dataset. Each category represented by one image with a total of 43 traffic
sign category.

TABLE I
COMPARISON OF SEVERAL DIFFERENT SP-CNN CLASSIFIERS AND CLASSIFIER EXECUTION TIME ON GTSRB DATASET. THE EXECUTION TIME

MEASURED USING NVIDIA GTX 960 HARDWARE.

No.
Method #Param

Accuracy Time Execution

Center Crop Five Crop Center Crop Five Crop

1. SP-AlexNet 83.1 M 99.39% 99.38% 14.31 ms 47.85 ms

2. SP-ResNet20 1.41 M 99.37% 99.39% 22.47 ms 37.76 ms

3. SP-ResNet32 2.39 M 99.65% 99.70% 35.69 ms 60.04 ms

4. Ensemble of (2) & (3) 3.80 M 99.73% 99.75% 58.16 ms 97.80 ms

the SP-ResNet based SP-CNN classifier. We also performed
on-fly data augmentation with three different processes, image
blurring, image contrast variation (random from -10% to 10%),
and random 2D rotation transformation. The training data were
subtracted with 128 to create zero mean version of the data.

C. Training Process

The training process is done using Caffe deep learning
framework [18] with an initialized learning rate of 0.01 and
reduced using polynomial policy along the training process
iterations. The proposed classifier trained for 10 epochs or
around 24,000 iterations using a mini batch of 256. The
Stochastic Gradient Descent (SGD) with additional NAG (Nes-
terov Accelerate Gradient) method [19] is used as a training
algorithm with momentum parameter of 0.9 and weight decay
of 0.0005. All weights of the five parallel convolutional net-
works are initialized using CIFAR10 weights for SP-ResNet20
and SP-ResNet32. The final fully-connected layer weights are
initialized using initialization weights method described in
[20].

D. Testing Process

Same as in the training process, the input image is resized to
256×256 for AlexNet based SP-CNN and 36×36 for ResNet
based SP-CNN. The testing data also subtracted with 128 to

create the same data distribution as in the training data. Two
different approaches are used in the testing process, classify
the input image using only center crop and classify the input
image using five crops (left bottom, right bottom, left top, right
top, and center crop). The mirror version of the image is not
used because there are pairs of categories that opposite mirror
of each other.

IV. RESULTS AND DISCUSSION

This section discusses the results of the experiments on
GTSRB dataset. The results of the experiments reported using
global accuracy and per traffic sign category which can be
compared with other methods for comparison.

A. Testing Results

Table I shows the summary of the experiments using SP-
CNN classifier on GTSRB dataset. We also reported the time
execution of the classifier with NVIDIA GTX 960 hardware.
As shown in Table I, our proposed lightweight SP-CNN
classifier has a fewer number of parameters compared with
the AlexNet based SP-CNN classifier. The best accuracy for
the single classifier is achieved using SP-ResNet32 classifier
with an accuracy of 99.70%, an execution time of 60.04 ms,
and 2.39 million parameters. Figure 3 shows the misclassified



Fig. 3. The testing data that wrongly classified by the SP-ResNet32 classifier. The total number of wrongly classified data is 37 out of 12,630 data.

TABLE II
COMPARISON OF OUR PROPOSED SP-CNN CLASSIFIER WITH SEVERAL

OTHER APPROACHES ON GTSRB DATASET.

Method #Param Accuracy

Human Performance [21] - 98.84%

EPCNN [12] 5.22 M 99.70%

STDCNN [11] 14.6 M 99.71%

EHLDCNN [10] 23.2 M 99.65%

MCDCNN [9] 38.5 M 99.46%

µNet [8] 0.51 M 98.90%

Our approach (SP-ResNet32) 2.39 M 99.70%

Our approach (Ensemble) 3.80 M 99.75%

traffic sign images on the GTSRB testing dataset for the SP-
ResNet32 classifier. As shown in Figure 3, the misclassified
images either have a degradation image quality, low contrast,
and/or partial visibility problem.

To improve the performance of the classifier, we also con-
ducted the testing process using an ensemble of SP-ResNet20
and SP-ResNet32 classifier. The ensemble is done by averag-
ing the predictions results between two classifiers. As a result,
the ensemble classifier produces a slightly better accuracy
compared with single SP-ResNet32 classifier with 99.75%
accuracy. Although the accuracy is better, the execution time
of the ensemble classifier is increased and close to around 10
images per second.

B. Comparison

Table II shows the comparison between the SP-CNN classi-
fier with several other approaches on GTSRB dataset. Several
other approaches are described as follows

• Human Performance describes the average accuracy of
human performance on testing data of GTSRB dataset
reported in [21].

• EPCNN (Ensemble of Practical CNN) method evalu-
ated on GTSRB dataset and reported in [12]. The best
accuracy achieved using four single PCNN (Practical
CNN) classifier.

• STDCNN (Spatial Transformers Deep CNN) method
evaluated on GTSRB dataset and reported in [11]. The
best accuracy achieved using single CNN with 3 STNs
(Spatial Transformers Network).

• EHLDCNN (Ensemble of Hinge Loss Deep CNN)
method evaluated on GTSRB dataset and reported in [10].
The best accuracy is achieved using an ensemble of 20
single HLDCNN (Hinge Loss Deep CNN).

• MCDCNN (Multi-Column Deep CNN) method eval-
uated on GTSRB dataset and reported in [9]. The best
accuracy achieved using an ensemble of 25 single MCD-
CNN classifier.

• µNet aims to investigate small CNN classifier for embed-
ded system implementation of traffic sign classification
module and reported in [8].

As shown in Table II, our single SP-ResNet32 classifier
achieved a comparable performance among other approaches.
Our proposed SP-ResNet32 classifier has around 2.39 million
number of parameters which is a middle-size classifier com-
pared with other approaches. Although SP-ResNet32 has lower
parameters compared with other approaches, the execution
time of the classifier is not the lowest due to non-parallelable
layer and element-wise operations in the residual network
CNN architecture. The ensemble of SP-ResNet20 and SP-
ResNet32 outperforms the best method described in [11] by
around 0.05%. Although the accuracy is slightly similar, our
approaches have a lower number of parameters compared with
the classifier described in [11]. Table III shows the accuracy
comparison for each subset in the GTSRB dataset. As shown in
Table III, our proposed classifier achieved the highest accuracy
in three subset, danger subset, red-other subset, and spezial



Fig. 4. Comparison of information density for several state-of-the-art CNN methods on GTSRB dataset, including our approaches (SP-ResNet32 and Ensemble).
The information density shows as % per million params (higher is better).

TABLE III
COMPARISON OF OUR PROPOSED CLASSIFIER WITH SEVERAL OTHER APPROACHES IN SEVERAL DIFFERENT SUBSETS OF GTSRB DATASET.

Method
Subset

Blue Danger End of Red Round Red Other Speed Spezial All Signs

Human Performance [21] 99.72% 98.67% 98.89% 98.00% 99.93% 97.63% 100.0% 98.84%

MCDCNN [9] 99.89% 99.07% 99.72% 99.74% 99.93% 99.47% 99.22% 99.46%

STDCNN [11] 99.77% 99.64% 98.89% 99.86% 99.87% 99.69% 99.80% 99.71%

Our approach (Ensemble) 99.83% 99.75% 99.44% 99.84% 99.93% 99.64% 99.85% 99.75%

subset.

C. Information Density
For further analysis, we compute the information density

of the classifier which is also used in [8], [22]. The metric is
described as the ratio between the performance of the classifier
(in %) with the number of parameters in the classifier. In a
formal way, the metric can be described using the following
equation

D =
pc
np

(1)

with D is the information density of a deep neural network,
pc is the performance of the deep neural network (in %), and
np is the number of parameters in the deep neural network
classifier.

Figure 4 shows the information density for several state-
of-the-art CNN methods on GTSRB dataset. The highest
information density is achieved by µ-Net and followed by our
proposed classifier. The µ-Net is designed for embedded sys-
tem and has only around 0.5 million parameters. Although our
proposed classifier has lower information density compared
with µ-Net, our proposed classifier produces better accuracy
compared with µ-Net classifier.

V. CONCLUSION

We have presented a lightweight SP-CNN (Spatial Pyramid
Convolutional Neural Network) classifier for traffic sign clas-
sification. Our proposed classifier is formed using five parallel
convolutional networks and a fully-connected layer. Each of
the five parallel convolutional network is created using ResNet
CNN architecture which originally used for CIFAR10 image
classification problem. The ResNet20 and ResNet32 are cho-
sen as the main architecture for the five parallel convolutional
networks because the CNN architecture has less amount of
parameters compared with other residual network architec-
ture variant. For the smoother transition between regions in
the level 1 of spatial pyramid configuration, the resolution
of regions in the level 1 of spatial pyramid configuration
is overlapped around 12.5% on each axis. Experiments on
GTSRB dataset show that our proposed SP-ResNet32 classifier
produces a comparable accuracy with other state-of-the-art
methods but with a less number of parameters. Further ex-
periments by ensembling the SP-ResNet20 and SP-ResNet32
classifier show that the ensemble classifier outperforms other
state-of-the-art methods with less number of parameters.

An investigation of a trade-off between a number of pa-



rameters in the ResNet based SP-CNN classifier and the
performance of the classifier needs to be conducted to pro-
vide a deeper analysis about SP-CNN classifier on GTSRB
dataset. Experiments on other datasets, such as BTS (Belgium
Traffic Sign) and CURE-TSR dataset, are required in order to
generalize the performance of the SP-CNN classifier.
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